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Introduction01

• Multimodal large language models have achieved significant breakthroughs

• Various benchmarks are proposed to measure their capabilities



Introduction01

• A critical gap:

• focus on real-world scenarios and assess high-level semantic understanding
• neglect fundamental perceptual challenges such as geometric perception 



Introduction01

Geometric shapes are worth studying because they

1. Provide an ideal testbed for fundamental visual capabilities

• Geometric shapes require an understanding of spatial relationships and 
visual details for effective perception

• More complex tasks like visual reasoning and decision-making build on 
these basic perceptual abilities



Introduction01

Geometric shapes are worth studying because they

2. Lay the foundation for a wide range of downstream applications

• Tasks like medical image analysis and fossil classification rely heavily on 
precise spatial perception and the interpretation of abstract visual patterns



Related Work02

Other datasets involving geometric figure:

• GeoQA
• Geometry3K
• UniGeo
• GeomVerse
• GeoMM
• MAVIS



Related Work02

Other datasets involving geometric figure …

• Their focus is on mathematical reasoning capability
• Tasks include numeric calculations, proof generation, relationship inference

• They depend on basic perceptual skills like spatial awareness and shape 
recognition, which we explicitly address



Our Dataset03

GePBench: a Novel Geometric Perception Benchmark

• 80K images and 285K standard multiple-choice questions
• 6 key dimensions of spatial and shape perception



Our Dataset03

Data construction pipeline:

1. Structured Description Generation (→ descriptions)
i. Sample shapes from pool and randomly assign attributes
ii. Sample relationships and shapes from pool and add to figure



Our Dataset03

Data construction pipeline:

2. Figure rendering (descriptions → image)
i. Use Matplotlib to draw figure and add noise to part of the shapes



Our Dataset03

Data construction pipeline:

3. Task Formulation (descriptions → questions)
i. Create questions using pre-defined templates for each of the 6 dimensions
ii. Category into easy/hard split according to shape number and noise level



Our Dataset03

Key statistics:



Experiments04



Experiments04

Main observations:
1. Both closed-source and open-source 

models face significant challenges
• Few reach the passing threshold

2. Scaling model size yields limited 
improvements
• Compared with OpenCompass, 

improvements are lower

3. Size and Location are generally more 
challenging than other aspect
• Most models perform worse than 

random guessing on Size aspect



Experiments04

Ablation study on number of shapes per image



Experiments04

Ablation study on visual encoders

• Higher resolution improves detail recognition but impacts spatial accuracy
• Different encoders specialize in different dimensions
• Mixed encoders underperform in geometric tasks



Experiments04

Ablation study on noise

• Not all models experience a 
performance decline

• May be attributed to training data:
i. Training data include scenarios 

with visual degradation

ii. Noisy figures might align more 
closely with the distribution of 
the real-world images



Experiments04

Geometric perception is beneficial to downstream tasks

• Source 300K samples from the same distribution
• Mix with LLaVA-1.5 two stage training data, train LLaVA-1.5-GeP from scratch



Conclusion05

• We introduce GePBench, a large-scale benchmark dataset 
designed to evaluate geometric perception in MLLMs

• Extensive experiments highlight substantial room for 
improvements

• Enhancing geometric perception contributes to improved 
performance in downstream tasks
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